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Abstract—The adaptive regulation is an important issue with
a lot of potential for applications in active suspension, active
vibration control, disc drives control and active noise control. One
of the basic problems from the ”control system” point of view
is the rejection of multiple unknown and time varying narrow
band disturbances without using an additional transducer for
getting information upon the disturbances. An adaptive feedback
approach has to be considered for this problem. Industry needs
a state of the art in the field based on a solid experimental
verification on a system using a current used technology. The
paper presents a benchmark problem for suppression of multiple
unknown and/or time-varying vibrations and an associated active
vibration control system using an inertial actuator on which the
experimental verifications have been done. The objective isto
minimize the residual force by applying an appropriate control
effort through the inertial actuator. The system does not use any
additional transducer for getting in real-time informatio n upon
the disturbances.
The benchmark has three levels of difficulty and the associated
control performance specifications are presented. A simulator
of the system has been used by the various contributors to the
benchmark to test their methodology. The procedure for real-time
experiments is briefly described1. The performance measurement
methods used will be presented as well as an extensive comparison
of the results obtained by various approaches2.

Index Terms—Adaptive Regulation, Active Vibration Control,
Inertial Actuators, Multiple Narrow Band Disturbances, Yo ula-
Kučera Parametrization, Internal Model Principle

I. I NTRODUCTION

One of the basic problems in control is the attenuation
(rejection) of unknown disturbances without measuring them.
The common framework is the assumption that the disturbance
is the result of a white noise or a Dirac impulse passed
through the model of the disturbance. The knowledge of
this model allows to design an appropriate controller. When
considering the model of a disturbance, one has to address
two issues: 1) its structure (complexity, order of the parametric
model) and 2) the values of the parameters of the model. In
general, one can assess from data the structure for suchmodel
of disturbance(using spectral analysis or order estimation
techniques) and assume that the structure does not change.
However the parameters of the model are unknown and may
be time varying. This will require to use an adaptive feedback
approach.

∗Control system department of GIPSA-LAB, St. Martin d’héres,
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The classical adaptive control paradigm deals essentially
with the construction of a control law when the parameters of
the plant dynamic model are unknown and time varying ([20]).
However, in the present context, the plant dynamic model is
almost invariant and it can be identified and the objective
is the rejection of disturbances characterized by unknown
and time varying disturbance models. It seems reasonable to
call this paradigmadaptive regulation. In classical ”adaptive
control” the objective is tracking/disturbance attenuation in the
presence of unknown and time varying plant model parame-
ters. Therefore adaptive control focuses on adaptation with
respect to plant model parameters variations. The model of
the disturbance is assumed to be known and invariant. Only
a level of attenuation in a frequency band is imposed (with
the exception of DC disturbances where the controller may
include an integrator). Inadaptive regulationthe objective is
to asymptotically suppress (attenuate) the effect of unknown
and time-varying disturbances. Therefore adaptive regulation
focuses on adaptation of the controller parameters with respect
to variations in the disturbance model parameters. The plant
model is assumed to be known. It is also assumed that the
possible small variations or uncertainties of the plant model
can be handled by a robust control design. The problem
of adaptive regulation as defined above has been previously
addressed in a number of papers ([5], [2], [24], [22], [9], [11],
[12], [19], [14], [3], [7], [10]) among others. [15] presents a
survey of the various techniques (up to 2010) used in adaptive
regulation as well as a review of a number of applications.

The industry needs astate of the artin the field based on a
solid experimental verification on a benchmark. The objective
of the proposed benchmark is to evaluate on an experimen-
tal basis the available techniques for adaptive regulationin
the presence of unknown/time varying multiple narrow band
disturbances. Active vibration control constitutes an excellent
example of a field where this situation occurs. But similar
situations occur in disc drives control and active noise control.
Solutions for this problem in active vibration control can be
extrapolated to the control of disc drives and active noise
control (see for example the applications described in [15]).
The benchmark will effectively test various approaches in the
specific context of an active vibration control system which
will be used as a test bed.

The scientific objective of the benchmark is to evaluate
current available procedures for adaptive regulation which may
be applied in the presence of unknown/time varying multiple
narrow band disturbances. The benchmark specifically will
focus in testing: 1) performances, 2) robustness and 3) com-
plexity.



Fig. 1. Active vibration control using an inertial actuator(scheme).

The test bed is an active suspension using an inertial
actuator and equipped with a shaker and a measure of the
residual force. It is located at GIPSA-Lab, Grenoble (France).

The paper is organized as follows. Section II gives a
description of the active vibration control system used, as
well as some details upon the simulator. Section III gives
the basic equations describing the system and the disturbance
along with some information upon the identified models .
Section IV presents the control specifications as well as the
protocols used on the benchmark. Section V describes some
differences found between the simulator and the real plant
and how these were taken into account. A methodological
comparison of the various approaches is made in Section VI.
The description of the measurements used for the analysis is
done in Section VII. Section VIII gives the evaluation criteria
defined with respect to the benchmark specifications as well as
a comparison of obtained results. The complexity evaluation
is done in Section IX and the performance robustness with
respect to experimental protocol changes is analyzed in Sec-
tion X. The main conclusions for this benchmark are given
in Section XI. Appendix XII presents a comparison of the
adaptation algorithms used by the various contributors.

II. A N ACTIVE VIBRATION CONTROL SYSTEM USING AN

INERTIAL ACTUATOR

A. System structure

The structure of the system used for the benchmark is
presented in figure 1. A general view of the whole system
including the testing equipment is shown figure 2. It consists
of a passive damper, an inertial actuator, a load, a transducer
for the residual force, a controller, a power amplifier and a
shaker. The mechanical construction of the load is such that
the vibrations produced by the shaker, fixed to the ground,
are transmitted to the upper side, on top of the passive
damper. The inertial actuator will create vibrational forces
which can counteract the effect of vibrational disturbances
(inertial actuators use a similar principle as loudspeakers). It is
fixed to the chassis where the vibrations should be attenuated.
The controller, through the power amplifier, will generate
current in the mobile coil which will produce a movement
in order to reduce the residual force. The equivalent control
scheme is shown in figure 3. The system input,u(t) is the

Fig. 2. Active vibration control system (photo).

Fig. 3. Block diagram of active vibration control systems.

position of the mobile part (magnet) of the inertial actuator
(see figures 1, 3 and 4), the outputy(t) is the residual force
measured by a force sensor. The transfer function (q−d1 C

D ),
between the disturbance force,up(t), and the residual force
y(t) is calledprimary path. In our case (for testing purposes),
the primary force is generated by a shaker driven by a signal
delivered by the computer. The plant transfer function (q−d B

A)
between the input of the inertial actuator,u(t), and the residual
force is calledsecondary path. Since the input of the system is
a position and the output a force, the secondary path transfer
function has a double differentiator behavior.

The control objective is to reject the effect of unknown
narrow band disturbances on the output of the system (residual
force), i.e. to attenuate the vibrations transmitted from the
machine to the chassis. The physical parameters of the system
are not available. The system has to be considered as ablack
box and the corresponding models for control design should
be identified. The sampling frequency isFs = 800 Hz.

The block diagram of the active vibration control system
emphasizing the hardware aspects is shown in figure 4.

Data used for system identification as well
as the models identified from these data by the
organizers are available on the benchmark website
(http://www.gipsa-lab.grenoble-inp.fr/∼ioandore.landau/
benchmarkadaptiveregulation/index.html).



Fig. 4. The active vibration control system - hardware configuration.

B. Simulator

A black box discrete time simulator of the active suspen-
sion built on MATLAB c©Simulink (2007 version) has been
provided (can be downloaded from the benchmark website).
It uses the models identified by the organizers.

The control scheme (Controller) should be built around
the given simulator. The simulator has been used by the
participants to the benchmark to set the appropriate control
scheme and test the performance.

C. Real time implementation

The real time implementation uses the MATLAB xPC
Target environment (2007). The PC for program development
is a Dellc©Optiplex 760. The PC target (Dell Optiplex GX270
with Pentiumc©4 at 2.86 GHz) is equipped with I/O data
acquisition board, A/D and D/A converters. The procedure
compiles the algorithms directly from the Simulink scheme
provided by the participants. The experiments on the bench-
mark test bed (for all the contributions) have been done
by the organizers of the benchmark. More details on the
system, the data acquisition and the simulator can be found on
the benchmark website: http://www.gipsa-lab.grenoble-inp.fr/
∼ioandore.landau/benchmarkadaptiveregulation/index.html.

III. PLANT /DISTURBANCE REPRESENTATION AND

CONTROLLER STRUCTURE

The structure of the linear time invariant discrete time model
of the plant - the secondary path - used for controller design
is:

G(z−1) =
z−dB(z−1)

A(z−1)
=

z−d−1B∗(z−1)

A(z−1)
, (1)

with:

d = the plant pure time delay in

number of sampling periods

A = 1+a1z
−1 + · · ·+anAz−nA ;

B = b1z−1 + · · ·+bnBz−nB = z−1B∗ ;

B∗ = b1 + · · ·+bnBz−nB+1 ,

whereA(z−1), B(z−1), B∗(z−1) are polynomials in the complex
variablez−1 andnA, nB andnB−1 represent their orders3. The
model of the plant may be obtained by system identification.
Details on system identification of the models considered in
this paper can be found in [21], [18], [17].

Since the benchmark is focused on regulation, the controller
to be designed is aRS-type polynomial controller (or an
equivalently state space controller+ observer) ([20], [21]) -
see also figure 3).

The output of the planty(t) and the inputu(t) may be
written as:

y(t) =
q−dB(q−1)

A(q−1)
·u(t)+ p(t) ; (2)

S(q−1) ·u(t) = −R(q−1) ·y(t) , (3)

whereq−1 is the delay (shift) operator (x(t) = q−1x(t +1)) and
p(t) is the resulting additive disturbance on the output of the
system.R(z−1) andS(z−1) are polynomials inz−1 having the
ordersnR andnS, respectively, with the following expressions:

R(z−1) = r0 + r1z−1 + . . .+ rnRz−nR = R′(z−1) ·HR(z−1) ; (4)

S(z−1) = 1+s1z−1 + . . .+snSz−nS = S′(z−1) ·HS(z
−1) , (5)

whereHR andHS are pre-specified parts of the controller (used
for example to incorporate the internal model of a disturbance
or to open the loop at certain frequencies).

We define the following sensitivity functions:

• Output sensitivity function (the transfer function between
the disturbancep(t) and the output of the systemy(t)):

Syp(z
−1) =

A(z−1)S(z−1)

P(z−1)
; (6)

• Input sensitivity function (the transfer function between
the disturbancep(t) and the input of the systemu(t)):

Sup(z
−1) = −

A(z−1)R(z−1)

P(z−1)
, (7)

where

P(z−1) = A(z−1)S(z−1)+z−dB(z−1)R(z−1)

= A(z−1)S′(z−1) ·HS(z
−1)+z−dB(z−1)R′(z−1) ·HR(z−1) (8)

defines the poles of the closed loop (roots ofP(z−1)).
In pole placement design, the polynomialP(z−1) specifies
the desired closed loop poles and the controller polynomials
R(z−1) andS(z−1) are minimal degree solutions of (8) where
the degrees ofP, R andS are given by:nP ≤ nA+nB+d−1,
nS = nB +d−1 andnR = nA−1.
Using equations (2) and (3), one can write the output of the
system as:

y(t) =
A(q−1)S(q−1)

P(q−1)
· p(t) = Syp(q

−1) · p(t) . (9)

For more details onRS-type controllers and sensitivity
functions see [21].

3The complex variablez−1 will be used for characterizing the system’s
behavior in the frequency domain and the delay operatorq−1 will be used for
describing the system’s behavior in the time domain.



Suppose thatp(t) is a deterministic disturbance, so it can
be written as

p(t) =
Np(q−1)

Dp(q−1)
·δ (t) , (10)

where δ (t) is a Dirac impulse andNp(z−1), Dp(z−1) are
coprime polynomials inz−1, of degreesnNp and nDp, re-
spectively. In the case of stationary disturbances the roots of
Dp(z−1) are on the unit circle (which will be the case for the
disturbances considered in the benchmark). The energy of the
disturbance is essentially represented byDp. The contribution
of the terms ofNp is weak compared to the effect ofDp,
so one can neglect the effect ofNp. Figure 5 gives the
frequency characteristics of the identified parametric models
for the primary and secondary path (the excitation signal was
a PRBS). The system itself in the absence of the disturbances
will feature a number of low damped vibration modes as well
as low damped complex zeros (anti-resonance). This will make
the design of the controller difficult for rejecting disturbances
close to the location of low damped complex zeros. The most
significant are those near 50 Hz (secondary path) and 100
and 120 Hz (primary and secondary paths) (see the zoom of
the frequency characteristics of the secondary path in figure
6). The range of frequencies for the disturbances considered
in the benchmark is from 50 Hz to 95 Hz. Note that the
design of a linear controller for rejecting a disturbance at
95 Hz is difficult since this frequency is close to a pair
of very low damped zeros. The parametric models of both
the secondary and primary path are of significant high order
(nA = 23,nB = 26 andnC = 17,nD = 16 respectively). Data
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Fig. 5. Comparison between the magnitude of the frequency response for
both models.

used for system identification are available on the website.The
contributors had the possibility to use the models providedon
the website or to identify models from the data provided ( only
Callafonet al. took this opportunity). They were also entitled
to ask for a special experiment ( nobody took this opportunity).
The organizers provided an additional model for the secondary
path obtained under different experimental conditions corre-
sponding to a lower level of noise (by modifying the scaling
of the A/D converter - however this does not correspond
to the benchmark operating conditions). Figure 7 shows a
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Fig. 6. Zoom at the magnitude of the secondary path’s frequency response,
between 0 and 150 Hz (website model).

comparison of the frequency characteristics of the two models.
Some of the participants used this second model for tuning
their controller for the real-time experiments(Aranovskiy et
al, Callafonet al.).
It was assumed that all the contributors were familiar with the
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Fig. 7. Comparison between the magnitude of the frequency response for
the identified models of the secondary path - a) website model, b) additional
model.

design of linear controllers in the presence of very low damped
complex zeros and the uncertainty generally associated with
the value of the identified damping. No constraints have been
imposed by the benchmark on the input sensitivity function.
It turns out that all the contributors used the models provided
by the organizers.

IV. CONTROL SPECIFICATIONS

The narrow band disturbances are located in the range 50
to 95 Hz. It is important to take into account the fact that
the secondary path (the actuator path) has no gain at very
low frequencies and very low gain in high frequencies near
0.5 Fs. Therefore the control system has to be designed such
that the gain of the controller be very low (or zero) in these
regions (preferably 0 at 0.5 Fs). Not taking into account these



constraints can lead to undesirable stress on the actuator.
There are three level of difficulty corresponding to one, two
or three unknown time varying narrow band disturbances.

• Level 1: Rejection of a single time varying sinusoidal
disturbance within 50 and 95 Hz.

• Level 2: Rejection of two time varying sinusoidal distur-
bances within 50 and 95 Hz.

• Level 3: Rejection of three time varying sinusoidal dis-
turbances within 50 and 95 Hz.

The control objectives for all levels are summarized in Table I.
Level 3 is particularly difficult in terms of tolerated amplifica-
tion (at other frequencies than those of the disturbances) and
transient requirements.
In order to test the required performances, 3 protocols have
been defined:
Protocol 1. Tuning capabilities: Evaluation in steady state op-
eration after application of the disturbance once the adaptation
settles.This is the most important aspect of the benchmark.
Test 1: The steady state performance in time domain will
be evaluated by measuring the mean square value of the
residual force which will be compared with the value of the
residual force in open loop (providing a measure of the global
attenuation).
Test 2: Power spectral density performances. For constant
frequency disturbances, once the adaptation transient is settled,
the performance with respect to the open loop will be evaluated
as follows:

• Attenuation of the disturbances (with respect to the open
loop) should be larger than the specified value.

• Amplification at other frequencies (with respect to the
open loop) should be less than the specified value.

Protocol 2. Transient performance in the presence of step ap-
plication of the disturbance and step changes in the frequency
of the disturbances.
Test 1: Step application of the disturbances.
Test 2: Step changes in the frequencies of the disturbances.The
frequencies of the disturbances around specified central values
are changed by+/− 5 Hz. An upper bound for the duration of
the adaptation transient was imposed (2 sec). However it was
not possible to define a reliable test for measuring the duration
of the transient. The quantities which have been measured for
the purpose of performance evaluation are:

• the square of the truncated two-norm of the residual force
over a time horizon;

• the maximum value of the residual force during transient.

Protocol 3. Chirp changes in frequency.
Linear time varying frequency changes between two situations
are considered. The maximum value of the residual force
during the chirp has been measured as well as the mean square
value of the residual force.
The loop is closed before the disturbances are applied for all
the above tests.

Supplementary tests:

• The operation of the system should remain stable for all
the levels if one, two or three sinusoidal disturbances are
applied simultaneously.

TABLE I
CONTROL SPECIFICATIONS IN THE FREQUENCY DOMAIN.

Control Level Level Level
specifications 1 2 3

Transient ≤ 2 sec ≤ 2 sec ≤ 2 sec
duration
Global ≥ 30 dB∗ ≥ 30 dB ≥ 30 dB

attenuation
Minimum disturbance ≥ 40 dB ≥ 40 dB ≥ 40 dB

attenuation
Maximum ≤ 6 dB ≤ 7 dB ≤ 9 dB

amplification
Chirp 10 Hz/sec 6.25 Hz/sec 3 Hz/sec
speed

Maximum value ≤ 0.1 V ≤ 0.1 V ≤ 0.1 V
during chirp

∗ For this level, the specification of 30 dB is for the range between
50 and 85 Hz, for 90 Hz is 28 dB and for 95 Hz is 24 dB.

• The operation of the loop should remain stable if the
disturbance is applied simultaneously with the closing of
the loop.

Routines for executing the protocols and the measurements
have been provided (see website).
The complexity of the procedures proposed have been eval-
uated by measuring the averageTask Execution Timeon the
real-time system.

Additional tests in simulation and real time have been
done by the organizers in order to test the tuning capabilities
and transient performance within the range of frequencies
considered in the benchmark but with different experimental
protocols (testing others values for the frequencies within the
given range, changing the spacing between the narrow band
disturbances in the case of level 2 and 3, changing the time
of application of the disturbances).

Global criteria have been used to asses the performance of
each procedure and to allow a comparison between the various
schemes (See section VIII).

V. COHERENCE OFSIMULATION RESULTS AND

EXPERIMENTAL RESULTS

There were some differences between the real plant and the
simulator. They can be summarized as follows:

• A small bias in the force measurement is present on the
real system (easy to compensate).

• The noise in the simulator was a sample of the noise
measured on the real system in the absence of signals.
Some differences occur in the presence of disturbance and
compensation. This can be explained by the presence of
some harmonics of the disturbances (a low level) since
neither the disturbance generator nor the inertial actuator
are perfectly linear.

• Uncertainties in the estimation of the frequency and
damping of the very low damped complex zeros (see
figure 7 ) located near 50 Hz and 95 Hz.

• Some uncertainties on the model in the frequency region
over 150 Hz (see figure 7).

Some of the contributors got in the first experiments sig-
nificant differences between simulation results and real-time
results. These differences can be classified in two categories:



1) instabilities in some situations,
2) significant differences in performance in other situations.

In fact these problems have been easily solved by imposing
on tunedcontrollers a very low level of the input sensitivity
function around the low damped complex zeros located close
to the border of the operation region and outside the operation
region (which implies very good robustness with respect to
additive uncertainties).

One can conclude that the basic rule is to have gain in the
controller only in the frequency region of operation (50 to
95 Hz) and very low gain outside.

VI. M ETHODOLOGICAL COMPARISON

Before going to evaluate the performance of the various
approaches, it is important to asses from a methodological
point of view what are the resemblances and the differences
between the various approaches proposed. Most of the
proposed approaches use implicitly or explicitly aYoula-
Kučera parametrization of the controller. This also leads
to the presence of an observer for the (non measurable)
disturbance, which uses the measurements of the input and
the output of the system (see figure 8).

However, theYoula-Kǔcera parametrization is not unique,
it depends of the right coprime factorization selected
G = ND−1. For the benchmark problem where the plant is

Fig. 8. General Scheme for the benchmark system.

SISO, four factorizations have been considered by the various
contributors:

Factorization 1

N = G; D = I . (11)

This factorization leads to anoutput errordisturbance observer
(see figure 9) with

wOE = y−Gu. (12)

Factorization 2

N = z−m; D = Pm with G ≈ z−mPm. (13)

Fig. 9. Output Error factorization scheme.

This factorization leads in fact to aninput error observer (see
figure 10) with

wiu = q−mu−P−1
m y. (14)

Fig. 10. Input Error factorization scheme.

Factorization 3

N = B; D = A with G = B/A. (15)

This factorization leads to anequation error disturbance
observer (see figure 11) with

wEE = Ay−Bu. (16)

Fig. 11. Equation Error factorization scheme.

Factorization 4

N = BF; D = AF with G = B/A; F = FN/FD. (17)

with F andF−1 asymptotically stable. This factorization leads
to afiltered equation errordisturbance observer (see figure 12)
with

wFEE = AFy−BFu= FwEE. (18)



The filtered equation error disturbance error can be obtained
either by using the filtered factors or using the equation
error disturbance observer and filtering this quantity byF(see
figure 12 a and b respecitvely) . Implicitly those configurations
which use the equation error disturbance observer but include
a fixed filter in cascade with the Q filter correspond in fact to
a filtered equation error observer configuration.

(a)

(b)

Fig. 12. Filtered Equation Error Factorization - Two equivalent schemes.

Table II tries to emphasize the characteristics of each pro-
posed approach for the benchmark. The presence (or absence)
of the central controller (controller used in the absence of
disturbance) is indicated as well the design method used for
the central controller. The list of acronyms used is given below.

List of acronyms for Table II.
IMP - Internal model principle
TF - Transfer function
FIR - Finite impulse response
IIR - Infinite impulse response
LQR - Linear quadratic regulator
LPV - Linear parameter varying control
n - Number of narrow band (sinusoidal) disturbances
a.s. - Asymptotically stable
Callafon et al. and Wu et al. provided a single controller

configuration valid for all the three levels. Aranovskiyet al
provided both a single controller configuration valid for all
three levels as well specific configurations for each level. It
was found that in real time the specific configurations gave
better performance that the single configuration and therefore
the results are given for case of specific configuration for each
level. Airimitoaie et al provided a single central controller
but the frequency estimator was different for each level. The
other contributors provided a specific controller configuration
for each level ( in terms of central controller and parameter
estimator).
All participants except Aranovskiyet al. and Callafonet al.
provided the same controller for simulations and real-time

experiments. Aranovskiyet al. have used the model of the
secondary path given on the website for the implementation
of the controllers used in simulation and the additional model
of the secondary path (see figure 7) for the implementation of
the controllers used in real time.

VII. M EASUREMENTS FORPERFORMANCEANALYSIS

In order to assess the performance of the proposed ap-
proaches, measurement procedures have been defined. These
measurements will give information both forsteady stateand
transientbehavior.

A. Measurements for Simple Step test

For step application of the disturbance, measurements for
the transient behavior and steady state behavior (tuning capa-
bilities) have been defined. The benchmark protocol for the
Simple Steptest defines the time period for the disturbance
application. The disturbance is applied att = 15 seconds, while
the entire experiment duration is 30 seconds. In this context,
the transientbehavior will be considered in the first 3 seconds
after the disturbance is applied. For measuring thesteady state
behavior the last 3 seconds of the test (before the disturbance
is removed), will be used since it is expected that the algorithm
has converged at this time.

The measurements considered in time domain are:

• The square of the truncated two normof the residual
force defined by

N2T =
m

∑
i=1

y(i)2,

where y(i) is a sample of the discrete-time signal to
evaluate. This quantity indicates theenergycontained in
the measured signal.

• The maximum valuemeasured in millivolts and defined
by

MV = max
m

|y(i)|.

The measurements in frequency domain (steady state be-
haviour) are:

• Global Attenuation(GA) measured in dB and defined by

GA= 20log10
N2Yol

N2Ycl
,

whereYol and Ycl correspond to the last 3 seconds of
the measured residual force in open and closed loop,
respectively.

• Disturbance Attenuation(DA) measured in dB and de-
fined as the minimum value of the difference between
the estimate PSD4 of the residual force in closed loop
and in open loop:

DA = min(PSDcl −PSDol) .

• Maximum Amplification(MA) measured in dB, is defined
as the maximum value of the difference between the

4Power Spectral Density.



TABLE II
COMPARATIVE TABLE FOR THE DIFFERENT APPROACHES USED IN THE BENCHMARK

Plant Disturbance YK Type Central Disturbance Type Number of Error Signal
Participant Factorization Observer Parame- of Q Controller Rejection of Parameters For

G = ND−1 For Control trization Filter Design Method Adaptation to Adapt Adaptation
FIR filter
cascaded

N = L with fixed No Disturbance
Aranovskiy D = I Output Yes filter or central IMP Direct 2n estimation

et al. L = G or error Bench controller (OE)
a.s. T.F. of weighted (can be

parallel filters added)
(IIR/FIR)

Any. Performance
Callafon N = BF Equation Yes FIR H2 H2 Direct Benchmark: Indicator

et al. D = AF error vector
F = FN/FD or 1 n = 29 (crit. arg)

F,F−1 = a.s.
Indirect

Karimi N = B No No No No H∞+IMP (LPV with n Disturbance
et al. D = A interpol.) Estimation

Gain Sche. (OE)
FIR filter Residual

Wu N = B Equation Yes cascaded LQR IMP Direct 2n error
et al. D = A error with fixed estimation

BP filter
N = z−m IIR Plant Model Disturbance

Xu D = P−1
m Input Yes (notch Stability Approx. Direct n estimation

et al. G ≈ z−mPm error filter Inversion (OE)
structure) (IMP)
IIR filter

Airimitoaie N = B Equation Yes cascaded Pole Output Indirect n Disturbance
et al. D = A error with fixed Placement sensitivity Estimation

filter shaping (OE)
FIR filter

Castellanos N = B Equation Yes cascaded Pole IMP Direct 2n Residual
et al. D = A error with fixed placement error

filter estimation

estimate PSD of the residual force in closed and open
loop:

MA = max(PSDcl −PSDol) .

For all the frequency domain measurements, only the last 3
seconds of the test are considered.

B. Measurements for Step Frequency Changes

For the Step Frequencies Changesonly time domain
measurements were considered. Based on the protocol for this
test, a frequency step change occurs every 3 seconds. During
this time period the following measurements are considered:

• Square of the truncated two norm of the transientN2T.
• Maximum value of the transientMV.

C. Chirp Frequency Change

For theChirp Test only time domain measurements were
considered. The measurements are:

• Mean Square of the residual force defined as

MSE=
1
m

m

∑
i=1

y(i)2 =
1
m

N2T,

where m correspond to the number of output samples
evaluated.

• Maximum valueMV measured in millivolts.

VIII. E VALUATION CRITERIA

The results of each group will be evaluated with respect to
the benchmark specifications. However, for some performance
indices no bounds have been set in the benchmark and the
comparison will be done between the various indices obtained.
To summarize, two types of criteria will be considered:

• criteria for taking in account the fact that not all the
specifications have been satisfied (when applicable),

• normalized quantitative criteria for comparison of perfor-
mance indices for which benchmark specifications were
not available.

Evaluation of the performances will be done for both
simulation and real-time results. The simulation results will
give us information upon the potential of the design methods
under the assumption:design model= true plant model. The
real-time results will tell us in addition what is the robustness
of the design with respect to plant model uncertainties and
real noise. These criteria are given next.

A. Steady State Performance (Tuning capabilities)

As mentioned earlier, these are the most important perfor-
mances. Only if a good tuning with respect to disturbance can
be obtained, it makes sense to examine the transient perfor-
mance of a given scheme. For the steady state performance,
which is evaluated only in thesimple step test, the variablek,
with k = 1, . . . ,3, will indicate thelevel of the benchmark. In



several criteria a mean of certain variables will be considered.
The number of measurements,M, is used to compute the
mean. This number depend upon the level of the benchmark
as follows:

M = 10, if k = 1

M = 6, if k = 2

M = 4, if k = 3

The performances can be evaluated with respect to the
benchmark specifications. The benchmark specifications will
be in the form:XXB, where XX will denote the evaluated
variable andB will indicate the benchmark specification.
∆XX will represent the error with respect to the benchmark
specification.

1) Global Attenuation - GA:The benchmark specification
corresponds toGABk = 30 dB, for all the levels and
frequencies, except for 90 Hz and 95 Hz atk = 1, for which
GAB1 is 28 dB and 24 dB respectively.

Error:

∆GAi = GABk−GAi if GAi < GABk

∆GAi = 0 if GAi ≥ GABk

with i = 1, . . . ,M.

Global Attenuation Criterion

J∆GAk =
1
M

M

∑
j=1

∆GAi (19)

2) Disturbance Attenuation - DA: The benchmark
specification corresponds toDAB= 40 dB, for all the levels
and frequencies.

Error:

∆DAi j = DAB−DAi j if DAi j < DAB

∆DAi j = 0 if DAi j ≥ DAB

with i = 1, . . . ,M and j = 1, . . . , jmax, where jmax= k.

Disturbance Attenuation Criterion

J∆DAk =
1
M

M

∑
i=1

jmax

∑
j=1

∆DAi j (20)

3) Maximum Amplification - MA:The benchmark specifi-
cations depend on the level, and are defined as

MABk = 6, if k = 1

MABk = 7, if k = 2

MABk = 9, if k = 3

Error:

∆MAi = MAi −MABk, if MAi > MABk

∆MAi = 0, if MAi ≤ MABk

with i = 1, . . . ,M.

Maximum Amplification Criterion

J∆MAk =
1
M

M

∑
i=1

∆MAi (21)

4) Global criterion of steady state performance for one
level:

JSSk =
1
3
[J∆GAk +J∆DAk +J∆MAk] (22)

5) Benchmark Satisfaction Index for Steady State Per-
formance: Following the procedure for therobust digital
control benchmark[16] a Benchmark Satisfaction Indexcan
be defined.
The Benchmark Satisfaction Indexis a performance index
computed from theaveragecriteria J∆GAk, J∆DAk and J∆MAk.
TheBenchmark Satisfaction Indexis 100%, if these quantities
are ”0” (full satisfaction of the benchmark specifications)
and it is 0% if the corresponding quantities are half of the
specifications forGA, and DA or twice the specifications
for MA. The corresponding reference error quantities are
summarized below:

∆GAindex= 15,

∆DAindex= 20,

∆MAindex,1 = 6, if k = 1,

∆MAindex,2 = 7, if k = 2,

∆MAindex,3 = 9, if k = 3.

The computation formulas are

GAindex,k =

(

∆GAindex−J∆GAk

∆GAindex

)

100%

DAindex,k =

(

∆DAindex−J∆DAk

∆DAindex

)

100%

MAindex,k =

(

∆MAindex,k−J∆MAk

∆MAindex,k

)

100%.

Then theBenchmark Satisfaction Index(BSI), is defined as

BSIk =
GAindex,k +DAindex,k +MAindex,k

3
(23)

The results forBSIk obtained both in simulation and real-
time for each participant and all the levels are summarized
in Table III, and represented graphically in figure 13. Table
III shows also theJSSk for all the levels and contributors.
Low values ofJSSk indicate an ”average” good performance.
However Benchmark Satisfaction Index (BSIk) allows a better
characterization of the performance with respect to the various
benchmark specifications. The results obtained in simulation
allows to characterize the performance of the proposed design
under the assumption thatdesign model = true plant model.
Therefore in terms of capabilities of a design method to meet
the benchmark specification the simulation results are fully
relevant. It is also important to recall that Level 3 of the
benchmark is the most important. The results obtained in real
time, more exactly the difference between the simulation re-
sults and real time results, allow to characterize the robustness
in performance with respect to uncertainties on design model
and noise model (for those who used the same controller in
simulation and in real time).



TABLE III
BENCHMARK SATISFACTION INDEX FOR ALL THE PARTICIPANTS

Participant
LEVEL 1 LEVEL 2 LEVEL 3

Simulation Real Time Simulation Real Time Simulation Real Time
JSS1 BSI1 JSS1 BSI1 JSS2 BSI2 JSS2 BSI2 JSS3 BSI3 JSS3 BSI3

Aranovskiy et. al. 0.87 86.94% 1.20 80.22% 1.77 76.33% 2.04 73.58% 0.84 90.65% 1.41 84.89%
Callafon et. al. 2.12 89.21% 6.74 49.37% 5.02 72.89% 11.01 29.08% 17.14 51.74% 31.47 8.40%
Karimi et. al. 1.33 91.92% 2.17 72.89% 3.42 76.13% 7.43 44.33% - - - -

Wu et. al. 0.11 98.31% 1.31 83.83% 0.13 98.48% 1.35 84.69% 0.18 98.01% 1.34 91.00%
Xu et. al. 0.00 100.00% 1.00 86.63% 0.00 100.00% 1.37 86.65% 0.04 99.78% 1.45 92.52%

Airimitoaie et. al. 0.08 98.69% 1.23 81.11% 0.11 98.38% 0.94 88.51% 0.11 99.44% 1.58 90.64%
Castellanoset. al. 0.50 93.30% 1.35 80.87% 0.29 97.29% 1.20 89.56% 0.17 99.13% 0.43 97.56%

Benchmark Satisfaction Index For Steady State Performance (Tuning)
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Fig. 13. Benchmark Satisfaction Index (BSI) for all levels and all participants, both in simulation andreal-time.

B. Simulation Results

Consider thesimulation resultsin terms of the BSI. Clearly
the benchmark specificationsare achievable since Xuet. al.
have achieved 100% for Level 1 and 2 and for Level 3 Xu et
al. and Airimitoaieet. al. have achieved respectively 99.78%
and 99.44%. If we look for those who achieved at least 97% of
the benchmark specifications, for Level 1 one find Xuet. al.,
Airimitoaie et. al. and Wuet. al. For Level 2 and 3, one find
Xu et. al., Airimitoaie et. al. and Wuet. al. and Castellanos
et. al. These designs feature a number of common properties
as well as some differences.

• They all use a Youla Kučera parametrization.
• Xu et al., and Wuet al. and Castellanoset al. use the

IMP and direct adaptation.
• Airimitoaie et al. uses shaping of the output sensitivity

function and indirect adaptation.
The approach of Callafonet al.has been probably handicapped
by the fact that the real-time control system did not allow to
use more than 29 adjustable parameters and this number has
been used also in simulations. One has also to mention that
Karimi et al., which use a convex optimization procedure, were
not able to provide controllers for the Level 3.

C. Real Time Results

Rigourously the same algorithms and tunings from simula-
tion have been used for the real time experiments by all the

participants except Aranovskiyet al.and Callafonet al. (which
use different models for building the controllers for simulation
and real time experiments).
The physical system can not be considered as a ”deterministic
system” in particular concerning the noise (but not only).
Therefore a very precise evaluation of the performance would
require that an average of several repetitive tests (let say10)
be considered as the relevant information. Unfortunately this
was not possible to be done taking in account the large number
of trials to be done. However for one situation (Level 3) and
for one controller configuration but considering two protocols,
multiple experiments have been conducted and the results have
been analyzed. The conclusion is that the results which are
provided for the BSI in Table III have to be considered with
an associate uncertainty of about+/−4%. The consequence
is that we can not classify results within this uncertainty range.

From Table III it result that for Level 1 the best results have
been obtained by Xuet. al.and Wuet al.. For Level 2 the best
results have been obtained by Castellanoset al., Airimitoaie
et al. and Xuet al.. For Level 3 the best results have been
obtained by Castellanoset al.5.

Since there are differences between simulation results and
real time results it is interesting to asses the robustness with
respect to model uncertainties.

5All these mentioned results differ by less than 4% with respect to the
highest value obtained



D. Robustness with respect to model uncertainties

As it was mentioned earlier there are uncertainties on the
plant model used for design. These uncertainties come mostly
from the difficulty of correctly identifying very low damped
complex zeros. The identification results concerning the low
damped complex zeros are influenced by the level of noise. As
mentioned earlier (see Section V) also the noise is different in
the simulator with respect to the real system. The contributors
were aware of these problems and the final designs did not
show any instability going from the simulation scheme to the
real system.
However the loss in performance moving from simulation to
real time experiments is obvious as it can be seen in Table III.
Therefore an important point is to asses the robustness in per-
formance for those which use the same controller in simulation
and in real time. This will be done by defining theNormalized
Performance Loss.

For each level one defines theNormalized Performance Loss
as:

NPLk =

(

BSIksim−BSIkRT

BSIksim

)

100% (24)

and the globalNPL is given by

NPL=
1
M

M

∑
k=1

NPLk (25)

whereN = 3 for all the participants except for Karimiet al.,
since they provided only solutions for levels 1 and 2; for them
N = 2.

Table IV gives the normalized performance loss for all
the participants and levels. The figure 14 summarizes in a
bar graph these results. The results for Aranovskiyet al.
and Callafonet al. are given for information only since the
controllers are not the same in simulation and real time.

TABLE IV
NORMALIZED PERFORMANCELOSS FOR ALL THE PARTICIPANTS

Participant NPL1 NPL2 NLP3 NPL
Aranovskiy et al. 7.73%* 3.61%* 6.35%* 5.90%*

Callafon et al. 44.66% 60.11% 83.77% 62.85%
Karimi et al. 20.70% 41.77% - 31.24%

Wu et al. 14.73% 14.01% 7.16% 11.96%
Xu et al. 13.37% 13.35% 7.28% 11.33%

Airimitoaie et al. 17.81% 10.03% 8.85% 12.23%
Castellanoset al. 13.32% 7.95% 1.58% 7.62%

For the Levels1, 2 and 3, the design of Castellanoset al.
has the minimumNPL2,3. The minimum averagedNPL has
been obtained by Castellanoset al. For Callafonet al. the
explanation of a high loss in performance come from the fact
that the controller gain in high frequencies (over 100 Hz) has
not been reduced enough.

E. Transient Performance

Transient performances will be evaluated for
• Simple Step Test (application of the disturbance).
• Step Changes in the frequencies.
• Chirp Changes in the frequencies.

We will consider first the case of thesimple step test.

1) Simple Step Test:The basic specification for transient
performance is the requirement that the transient duration
when a disturbance is applied, be smaller than 2 sec. Similarto
the steady state performance a BSI index for transient duration
has been established (a transient duration of 4 sec corresponds
to 0%). From the point of view of the benchmark, this means
that 2 sec. after application of a disturbance the square of the
truncated two norm has to be equal or smaller than 1.21 of
the steady state value of the square of the truncated two norm
of the residual force. The square of the truncated two norm is
evaluated over an interval of 3 sec both for transient and steady
state, taking in account that disturbance is applied at t=5 sec
and that steady state is evaluated between 17 and 20 sec. The
square of the truncated two norm is denoted asN2T(v : w)
wherev andw define the interval of computation. One define:

αi =
N2T(7 : 10)
N2T(17 : 20)

∆Transi = αi −1.21 if αi > 1.21

∆Transi = 0 if αi ≤ 1.21

i = 1, . . . ,M

J∆Transk =
1
M

M

∑
j=1

∆Transi (26)

BSITransk =

(

1.21−J∆Transk

1.21

)

100% (27)

k = 1, . . . ,3

whereM is given by

M = 10, if k = 1

M = 6, if k = 2

M = 4, if k = 3

Table V gives the results obtained for the various approaches.
Most of the approaches have met the specifications or are very
close.
The transient performances have been further investigatedin
order to compare the various approaches. Simple step test, step
changes in frequencies and chirp tests have been considered.
Two quantities have been defined.

• Square of the truncated-two norm of residual forceN2T.
• Maximum value during transientMV.

Note: In order to introduce ”normalized” criteria (maximum
value= 1) one has to define for these 2 quantities the(Max)max

within the results provided by all the participants. These
quantities will be called(JU

NTk
)max, (JU

MVk
)max, where theU

stands forun-normalized.

JU
NTk

=
1
M

M

∑
i=1

N2T(i)

JU
MVk

=
1
M

M

∑
i=1

MV(i)
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Fig. 14. Normalized Performance Loss (NPL) for all levels and all participants.

TABLE V
BENCHMARK SATISFACTION INDEX FOR TRANSIENT PERFORMANCE(FOR SIMPLE STEP TEST)

`
`

`
`

`
`

`
`

`
Participant

Index BSITrans1 BSITrans2 BSITrans3
Simulation Real Time simulation Real Time Simulation Real Time

Aranovsikiy et al. 100% 100% 100% 100% 100% 100%
Callafon et al. 100% 100% 100% 100% 100% 81.48%
Karimi et al. 100% 85.74% 100% 91.79% - -

Wu et al. 100% 99.86% 94.85% 100% 100% 92.40%
Xu et al. 100% 100% 100% 100% 100% 100%

Airimitoaie et al. 100% 99.17% 83.33% 100% 100% 100%
Castellanoset al. 100% 96.45% 100% 95.74% 100% 100%

TABLE VI
AVERAGE GLOBAL CRITERION FOR TRANSIENT PERFORMANCE FOR ALL THE PARTICIPANTS

Participant JTRAV1 JTRAV2 JTRAV3
Simulation Real Time Simulation Real Time Simulation Real Time

Aranovskiy et al. 0.76 0.89 0.57 0.72 0.51 0.61
Callafon et al. 0.44 0.54 0.26 0.40 0.22 0.52
Karimi et al. 0.35 0.40 0.34 0.49 - -

Wu et al. 0.50 0.56 0.36 0.46 0.34 0.37
Xu et al. 0.39 0.55 0.76 0.81 0.63 0.74

Airimitoaie et al. 0.93 0.85 0.60 0.71 0.42 0.49
Castellanoset al. 0.55 0.61 0.48 0.60 0.90 0.98

JNTk =
JU

NTk

(JU
NTk

)max

JMVk =
JU

MVk

(JU
MVk

)max

whereM is given by

M = 10, if k = 1

M = 6, if k = 2

M = 4, if k = 3

Global criterion for transient evaluation for simple step test:

JTRk =
1
2

[

JNTk +JMVk

]

(28)

2) Step Frequency Changes Test:Only the square of the
norm of the residual force and the maximum value during

transient will be considered (similar case to the simple step
test). The corresponding criteria are given below.

JU
SNTk

=
1
M

M

∑
i=1

N2Ti

JU
SMVk

=
1
M

M

∑
i=1

MVi

JSNTk =
JU

SNTk

(JU
SNTk

)max

JSMVk =
JU

SMVk

(JU
SMVk

)max



Average Global Criterion for Transient Performance
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Fig. 15. Average global criterion for transient performance (JT RAV)for all levels and all participants.

whereM is given by

M = 12, if k = 1

M = 8, if k = 2

M = 8, if k = 3

Global criterion for transient performance evaluation - step
changes in frequencies:

JSTRk =
1
2

[

JSNTk +JSMVk

]

(29)

3) Chirp Test: As for the Step Frequencies Changes , the
maximum values among all the participants will be used to
normalize the results. For each level two measurements have
been done for:

• Mean Square of the residual force(MSE),
• Maximum Value of the residual force(MV),

during the periods of application of the chirp. They are denoted
by up when the frequencies increase anddown when the
frequencies decrease.
One defines the criterion for the mean square error (for each
level) for all the levels(k = 1, . . . ,3) as follows6

JU
MSEk

=
1
2

[MSEup+MSEdown]

JMSEk =
JU

MSEk

(JU
MSEk

)max

The benchmark specifications for themaximum valuewere
far too conservative. However, a comparison between the
various approaches has to be done.

For the maximum value one defines the criterion

JU
MVk

=
1
2

[MVup+MVdown]

JMVk =
JU

MVk

(JU
MVk

)max

6the results are exactly the same for the normalized valuesJMSEk if one uses
N2T instead ofMSE.

Global criterion for chirp disturbance:

Jchirpk =
1
2

[

JMSEk +JMVk

]

(30)

An average global criterion for transient performance is de-
fined for each level as:

4) Average Global criterion for transient performance
(one level):

JTRAVk =
1
3
[JTRk +JSTRk +Jchirpk] (31)

Table VI gives the values ofJTRAVk for all levels and par-
ticipants, both in simulation and real-time. For this criterion
lower values means a better transient behaviour. A graphic
representation of these results is given in figure 15. Best
results in simulation are obtained by Karimiet al. (Level 1),
Callafon et al. (Levels 2 and 3). In real time the best results
are obtained by Karimiet al. (Level 1), Callafonet al. (Levels
2) and Wuet al. (Level 3). The results of Karimiet al. can
be explained by the fact that it is an interpolation between a
set of stored controller and the parameters for interpolation
are rapidly identified for Level 1 and 2 as well as by the
design method used which minimize the infinity norm of the
transients. However as it has been mentioned earlier, since
the steady state performance are the most important, it is
interesting to compare the transient behavior of those designs
which achieved at least 97% of the benchmark specifications
in simulation. For Level 1 the best transient performance (
simulation and real-time) is achieved by Xuet. al. For Level
2 and 3 the best transient performance ( simulation and real-
time) is achieved by Wuet. al. To a large extent these results
are not surprising since both groups use adirect adaptive
scheme.

IX. EVALUATION OF THE COMPLEXITY

For complexity evaluation, the measure of theTask Execu-
tion Time(TET) in the xPC Target environment will be used.
This is the time required to perform all the calculations on the



host target PC for each method. Such process has to be done
on each sample time. The more complex is the approach, the
bigger is the TET. One can argue that the TET depends also
on the programming of the algorithm. However this will may
change the TET by a factor of 2 to 4 but not by an order of
magnitude. The xPC Target MATLAB environment delivers an
averageof the TET(ATET). It is however interesting to asses
the TET specifically associated to the controller by subtracting
from the measured TET in closed loop operation, the average
TET in open loop operation.
The following criteria to compare the complexity between all
the approaches are defined.

∆TETSimple,k = ATETSimple,k−ATETOLSimple,k (32)

∆TETStep,k = ATETStep,k−ATETOLStep,k (33)

∆TETChirp,k = ATETChirp,k−ATETOLChirp,k (34)

wherek = 1, . . . ,3. The symbolsSimple, Stepand Chirp are
associated respectively to Simple Step Test (application of the
disturbance), Step Changes in Frequency and Chirp Changes
in Frequency. The global∆TETk for one level is defined as
the average of the above computed quantities:

∆TETk =
1
3

(

∆TETSimple,k + ∆TETStep,k + ∆TETChirp,k
)

(35)

where k = 1, . . . ,3. Table VII and Figure 16 summarize the
results obtained by each participant for all the levels. All
the values are in microseconds. Higher values indicate higher
complexity. If we set three intervals :< 5 microseconds,
between 5 and 15 microseconds and over 200 microseconds,
one can conclude that the lowest complexity structures for
Level 1 are provided by Karimiet al., Xu et al., Castellanos
et al. and Aranovskiyet al., for Level 2 by Karimi et al.,
Castellanoset al. and Aranovskiyet al. and for Level 3 by
Aranovskiy et. al and Castellanoset al.. The large values
of the ∆TET (over 200 microseconds) can be explained for
Callafon et al. by the large number of parameters to adapt
and for Airimitoaieet al. by the fact that a Bezout equation
has to be solved at each sampling instant. It seems that a

TABLE VII
TASK EXECUTION T IME FOR ALL LEVELS AND PARTICIPANTS

Participant ∆TET
L1 L2 L3

Aranovskiy et al. 3.71 4.18 4.92
Callafon et al. 210.68 209.90 212.62
Karimi et al. 2.37 4.08 -

Wu et al. 14.73 14.65 14.74
Xu et al. 2.96 9.11 14.27

Airimitoaie et al. 254.24 203.83 241.22
Castellanoset al. 3.26 3.90 5.60

good compromise between good steady state performance and
complexity have been provided by Castellanoset al., Xu et
al., Wu et al. and Aranovskiyet al..

X. NEW PROTOCOL TEST

The benchmark specifications have been measured under
pre-specified experimental protocols in terms of: 1) valuesof
frequencies, 2) difference in frequency between two neighbor

disturbances, 3) time of application of the disturbances and
4) magnitude of the step changes in frequencies. An obvi-
ous question is: what happens if the experimental protocols
are changed (but maintaining the range of operation in the
frequency domain)?. Since the systems are adaptive, these
changes should not have too much influence upon the results.

Only two tests have been conducted for each participant,
Simple Step Testand Step Changes in Frequency Test. Only
the Levels 2 and 3 of the benchmark are considered.

In the original protocol, the separation (in Hz) between the
sinusoidal disturbances was 20 Hz for Level 2 and 15 Hz
for Level 3. For thisnew protocol, 10 Hz of separation is
considered both for Level 2 and 3. The (central) frequencies
chosen are in addition non integers7 with the following values:

• 61.5 Hz − 71.5 Hz for Level 2.
• 61.5 Hz − 71.5 Hz − 81.5 Hz for Level 3.

For Simple Step Test, only the central frequencies are applied
while for Step Changes in Frequencies Test, variations of
+/− 5 Hz of the central frequencies are considered (as in the
benchmark protocol, in order to compare transient results).

The application time of the first disturbance was changed
from 5 seconds to 3.75 seconds for both tests, but the duration
of the steps in frequencies was kept at 3 seconds, in order
to be able to compare the new transient results with the
previous results. The measurements defined in SectionVII and
the criteria from Section VIII have been used.
Table VIII gives the summary of the results concerning tuning
capabilities (steady state performances) and Figure 17 gives
the corresponding graphic representation. Among the designs
of Wu et al., Xu et al., Airitimioaie et al. and Castellanos
et al. which provided the best results in simulation for the
benchmark protocol it appears that the designs of Airimitoaie
et al. and Xu et al. are the less sensitive to changes of the
experimental protocols since they succeed to achieve a BSI of
100% ( Airimitoaieet al. for Levels 2 and 3 and Xuet al.
for Level 2 ). For these two designs the changes in real time
performances with respect to the case of benchmark protocols
(compare with Table III) are small and an improvement in
performance is obtained. A significant loss in performance
both in simulation and in real time occurs for the design of
Wu et al. at Level 3. A possible explanation is the design
considered for the central controller (they provided a single
controller configuration for all the levels). The design of
Castellanoset al. show also a important loss in performance
in real-time operation for Level 3.
Table IX gives the BSItrans for the case of the new protocol.
One can see that most of the designs meet the benchmark
specification for maximum transient duration in real-time.
However in simulation the results for Xuet al. show a
surprising slow adaptation at Level 3 while the results in real-
time are good.
Taking in account both steady state performance and transient
performance one can say that some of the designs are in-
sensitive to the change of the testing protocols (i.e. different
operational conditions).

7In the benchmark protocols only integer values have been considered.
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TABLE VIII
BENCHMARK SATISFACTION INDEX FOR ALL THE PARTICIPANTS FOR THE NEW PROTOCOL

Participant
LEVEL 2 LEVEL 3

Simulation Real Time Simulation Real Time
JSS2 BSI2 JSS2 BSI2 JSS3 BSI3 JSS3 BSI3

Aranovskiy et al. 4.55 57.78% 8.52 44.65% 5.26 61.62% 15.55 20.92%
Callafon et al. 3.33 79.95% 16.75 14.55% 5.56 65.68% 16.14 5.13%
Karimi et al. 5.39 68.76% 17.99 11.89% - - - -

Wu et al. 0.74 89.48% 1.68 76.00% 3.88 62.90% 33.79 0.00%
Xu et al. 0.00 100.00% 0.94 86.63% 0.81 95.96% 0.70 95.05%

Airimitoaie et al. 0.00 100.00% 0.86 87.71% 0.00 100.00% 0.69 92.30%
Castellanoset al. 1.01 85.57% 1.85 73.52% 1.14 87.30% 3.69 66.67%

TABLE IX
BENCHMARK SATISFACTION INDEX FOR TRANSIENT PERFORMANCE(FOR SIMPLE STEP TEST). NEW PROTOCOL

`
`

`
`

`
`

`
`

`
Participant

Index BSITrans2 BSITrans3
Simulation Real Time Simulation Real Time

Aranovsikiy et al. 100% 100% 100% 100%
Callafon et al. 100% 100% 100% 100%
Karimi et al. 100% 78.53% - -

Wu et al. 83.02% 100% 100% 100%
Xu et al. 100% 100% 0% 100%

Airimitoaie et al. 100% 100% 100% 100%
Castellanoset al. 100% 100% 100% 100%

XI. CONCLUSION

This benchmark has offered the opportunity to make a state
of the art in the field of Adaptive Regulation for the case
of rejection of multiple narrow band disturbances. It is the
opinion of the organizers that the active vibration control
system used as the support of this benchmark was relevant
for the difficulties which can be encountered in practice (in
particular the presence of very low damped complex zeros).
Steady state performance, transient performance, robustness
with respect to plant model uncertainties and complexity
have been evaluated. This will allow potential users to select
the appropriate approach taking in account theirs specific
constraints.
Clearly not all the problems which can be encountered in the
attenuation of multiple unknown time varying narrow band
disturbances have been covered by the benchmark. Among

future directions of research and benchmarking we mention
the case of multiple narrow band disturbances with very small
frequencies intervals between them8 and the tuning of the
active vibration control systems in the presence of variations
of the plant model.

XII. A PPENDIX A: COMPARISON OF ADAPTIVE

ALGORITHMS USED

To summarize the adaptive algorithms used for each partic-
ipant, the following notations have been considered:

• p∈ R is the number of parameters to adapt9.
• q∈ R is the dimension of the observation matrix10.
• θ̂(t) ∈ Rp×1 is the vector of parameters to adapt.

8Less than 10% of the disturbance frequencies.
9For each case consider Table II in sec. VI.
10In order to consider a general parametrization,q = 1 is a special case.
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Fig. 17. Comparison of the Benchmark Satisfaction Index (BSI) for benchmark protocol and new protocol.

• F(t) ∈ Rp×p is the adaptation matrix.
• Φ(t) ∈ Rp×q is the observation matrix.
• ε0(t) ∈ Rq×1 is thea priori error prediction function.
• ζ (t) ∈ R1×1 is an auxiliary variable defined according to

the participant approach.
In general all the participants use a parameter adaptation
algorithm having the form:

θ̂ (t +1) = θ̂(t)+ ζ (t)
F(t)Φ(t +1)

1+ ΦT(t +1)F(t)Φ(t +1)
ε0(t +1)

(36)

ε0(t +1) = ς(t +1)−ΦT(t +1)θ̂(t) (37)

F(t +1) =
1

λ1(t)



F(t)−
F(t)Φ(t +1)ΦT(t +1)F(t)

λ1(t)
λ2(t)

+ ΦT(t +1)F(t)Φ(t +1)





(38)

where the parameter vector is updated using the previous
value of the parameter vector and adding a correcting term
which contains, the adaptation matrix, the observation matrix
and the error prediction function. It is in the adaptation
matrix calculations and the error prediction functions where
the particularities of each contribution can be found. The error
prediction function uses a signal(ς(t +1)), which could be a
disturbance prediction (as in Aranovskiyet al., Karimi et al.,
Wu et al. and Airimitoaieet al.), an input error prediction (as
in Xu et al.), an equation error prediction (as in Castellanos
et al.) or an output filtered prediction (as in Callafonet al.).
This is related also to the factorization presented in section
VI. Regarding the adaptation matrix, various profiles for the
adaptation gains are obtained depending on the values assigned
to λ1(t) andλ2(t), see details in [21]. Table X summarize the
characteristics of the parameter adaptation algorithm used by
each participant.
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